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Abstract. The software application domain of customer-oriented telephony is worth the attention of

specialists in formal methods. Primarily this paper is a tutorial about customer-oriented telephony. It also

includes observations about how this domain should be formalized, including critiques of some popular

approaches.

1. Introduction

In the evolution of formal methods for software engineering, the time has come
to develop formal methods for particular application domains [10,24]. This paper
concerns the domain of customer-oriented telephony, i.e., software producing the
externally observable behavior of voice telecommunications systems.

Customer-oriented telephony is worth the attention of industrial researchers and
academicians alike, for the following three reasons:

Accessibility. Everybody uses telephones. Many characteristics of telephone
systems are determined by international standards. Many consumer products now
offer significant telephony functions. Anyone can study this domain, even without
access to private intellectual property.

Importance. Telecommunications is widely predicted to be one of the key
industries of the 21st Century. Both its political/economic context and its
technological base are changing rapidly.

Trouble. Customer-oriented telephony software has all the usual problems of
complex, long-lived, distributed, high-performance software systems. Several
characteristic problems, such as feature interaction and the intertwining of separable
concerns, are particularly visible and severe.

Customer-oriented telephony has already been the subject of much research
activity, including invention of new specification languages and methods,
implementation of new tools and environments, workshops, case studies, and other
research projects. Nevertheless, there seems to be widespread ignorance of some of
the basic principles and technological foundations of telephony. Na
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of the published work, and either compromises its usefulness or makes its usefulness
difficult to evaluate.

This paper is a tutorial on customer-oriented telephony for the formal-methods
community. It is intended to give someone who is interested in this software domain
a good start, with enough depth and perspective to avoid egregious errors. Sections 2
through 5 delimit the domain and explain the relevant facts. Section 6 presents
observations and conclusions about formal descriptions of this domain, including
critiques of some popular approaches. It explains why the call model, which is the



foundation of most formal descriptions of telephony, is limited and potentially
harmful.

Although there is plenty of tutorial material to be found in the networking
literature, the presentation of telephony in this paper is unique. For one thing, its
audience is different from the expected readership of a networking journal. For
another thing, there is an unusual emphasis on relating different kinds of telephone
system: how they are similar, how they are different, and how they interact. This
emphasis is necessary to convey the crucial information in a small space, but it also
has the important advantage of revealing the inherent coherence of the application
domain. As a result of the coherence newly revealed here, it seems possible that all
kinds of telephone system can be specified with the same techniques.

2. Boundaries of the Domain

Figure 1 shows the world-wide telephone network decomposed into two (highly
distributed) machines, one performing voice transmission and one performing
customer-oriented telephony. We are interested in the behavior of the upper machine,
which is implemented exclusively in software.
_ _____________________________________________________________________
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Figure 1. A decomposition of the world-wide telephone network.
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The relationship between the two machines is similar to the relationship
between two adjacent layers in the OSI Reference Model.1 The customer-oriented
machine sends control commands to the voice-transmission machine. The voice-
transmission machine sends status information to the customer-oriented machine,
including command results and notifications of stimuli from telephones. The call-
__________________
1The split between the two machines shown in Figure 1 appears to fall within the application layer of the
OSI Reference Model [19].



processingfunction of the customer-oriented machine is to emit control commands at
this interface.

The customer-oriented machine also has other interfaces and functions, all
concerning customer information. It must accept information about customer
identity, service preferences, payments, etc. It must emit information about bills,
service usage patterns, etc.

There is plenty of software in the voice-transmission machine, so the
decomposition shown in Figure 1 does not separate software from hardware. Rather,
it separates software functions directly observable by customers from software
functions for resource management: hardware monitoring, hardware fault diagnosis,
resource allocation (including network routing and the creation of voice paths),
performance tuning, and interaction with operators who participate in the resource-
management functions.

Telecommunications is concerned with transmission of data and multimedia as
well as plain voice (telephony); often all of these media are transmitted on the same
physical network. Why separate telephony from the rest of telecommunications?

From the perspective of users, data transmission is fundamentally different
from telephony. Multimedia communication, on the other hand, is an extension of
telephony. I recommend attacking the problems of telephony first because they are
extremely difficult in themselves, yet have a certain familiarity and coherence that
may enhance intuition. Better to solve these first and then extend the results to
multimedia (which appears possible [18]) than to attempt everything at once and get
nowhere.

3. Overview of Voice Transmission

This section is an overview of the voice-transmission machine. The
information in it is necessary for two reasons: (1) the call-processing function of the
customer-oriented telephony machine consists of controlling the voice-transmission
machine, and (2) the capabilities of the voice-transmission machine limit the services
that the customer-oriented machine can offer to its customers. The voice-transmission
machine is also the least familiar part of telephony. The customer-information
interface, in contrast, can easily be imagined by any computer scientist.

3.1. Components

Figure 2 shows some of the components of the world-wide voice-transmission
machine (or "network," since it is highly distributed).

A telephony deviceis an input/output device for voice.2 It might be a
conventional telephone, speakerphone, cordless telephone, mobile telephone,
personal computer equipped with a speaker and microphone, fax machine, answering
machine, or many other things. The key characteristic of a telephony device is that it
supports a single two-way voice channel. This makes sense because sound usually
__________________
2There is no industry-standard term for a telephony device.Customer-premises equipmentcomes close in
meaning, but also includes PBXs (see Section 4).
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Figure 2. Some components of the world-wide voice-transmission network.
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passes between the device and a human head through the air, and there would be no
way to maintain the acoustical isolation of two voice channels.

A telephony device is usually connected to the network by aline, dedicated to
the device and also capable of supporting a single two-way voice channel. The
exception is a mobile telephone, which has wireless access. It is connected to the
network (whenever it is connected) by a two-way radio channel allocated to the
telephone only for the duration of the access episode.

When multiple (extension) telephony devices are plugged into the same line,
the rest of the network perceives their collective actions as the actions of one device.
Since the telephone systems in the network cannot distinguish the presence or absence
of extensions, specifications can ignore their existence completely.

A line leads from a telephony device to aswitch, which is a voice-handling
node of the network. Switches are connected by manytrunks, each of which is like a
line in supporting a single two-way voice channel. A switch is capable of connecting
any two trunks or lines coming into the switch, for the purpose of creating a voice
path (see Section 3.3).

The components shown in Figure 2 are the ones that support voice transmission
directly. In other words, Figure 2 is a picture of a circuit-switched network. In
addition to the circuit-switched network, there is a separate packet-switchedsignaling
network used for transmitting control messages among the switches.

In addition to signaling among switches, there is also a need for signaling
between telephony devices and switches. If the device’s line is digital, then it has a
two-way signaling channel separate from its voice channel. If the device’s line is
analog, then the voice channel is also used for signaling (see Section 3.2).

3.2. Voice Processing



Many switches contain (or are closely associated with) special hardware
devices for voice processing. For example, athree-way conference bridgeis a device
that connects three two-way voice channels. It mixes its three voice inputs so that
each of its three voice outputs is the normalized sum of the other two inputs.
Conference bridges can be built to mix almost any number of voice channels. The
important thing about conference bridges is that a more-than-two-way conversation is
never possible without one.

Another example of voice processing would be recording and playback of
speech. By far the most common use of voice processing, however, is forin-band
signaling, in which control signals are transmitted on the voice channel. In-band
signaling is defined in contrast toout-of-band signaling,in which control signals are
transmitted through a separate signaling channel or network.3

In-band signals to a telephony device take the form of tones or announcements
(a voice-processing device generates the tones and either plays recorded
announcements or synthesizes speech from textual announcements). In-band signals
from a telephony device usually take the form of touch-tones, which are versatile and
easily detected by voice-processing hardware. Keywords and sound/silence
transitions can also be recognized as control signals.

3.3. Voice Paths

A voice path allows persistent, two-way voice transmission between two
endpoints.4 An endpoint is usually a telephony device or a voice-processing device
within a switch. An endpoint might also be just a loose end within a switch, in which
case the other endpoint ison hold. A voice path can pass through any number of
switches and trunks.

Many telephony features manipulate voice paths, as illustrated by the sequence
from (a) to (d) in Figure 3. In (a) there is a voice path between the left and right
telephones. In (b) the left telephone has put the right telephone on hold and obtained
a path to a middle telephone; there are now two voice paths. In (c) the three
telephones are conferenced, each having its own path to a conference bridge, so that
there are now three voice paths. In (d) the left telephone has ordered a transfer,
dropping out of the conversation while leaving the other two telephones joined by a
single voice path.

Let us consider how a path such as the one shown in Figure 3(a) could be set up
and torn down. The protocol used to bring each line or trunk into the path could be
different, but all the protocols are similar. Figure 4(a) is a "message sequence chart"
illustrating one kind of setup. The control signals between any two nodes refer to the
line or trunk that is being added to the path, and travel on signaling channels
associated with the line or trunk (which might be the same as the voice channel of the
line or trunk, in the case of in-band signaling).

Figure 4(a) shows only the two most important types of control signal,
__________________
3Voice processing is usually calledsignal processing.I have used a different term to distinguish voice
processing in general from its particular use for in-band signaling.
4A voice path is acircuit in the terminology of circuit-switched networks.



_ _____________________________________________________________________

(a)

(b)

(c)
conference bridge

(d)

Figure 3. Some examples of voice paths.
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generically namedrequest-pathand complete-path, although the protocol between
any two particular nodes might use other signals as well. The path is set up when the
lastcomplete-pathsignal reaches the left telephone.

When each switch in Figure 4(a) receives arequest-pathsignal, there are
decisions to make. At the level of the voice-transmission machine, there is always a
physical routing decision. At the level of the customer-oriented telephony machine,
there may be a decision to redirect the path (perhaps because the current destination
has requested call forwarding), or to treat the request specially in some other way.

The path can also be set up in stages, as shown in Figure 4(b). Here switchS2
takes a very active role. It first completes setup of a path from the left telephone to
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Figure 4. Two scenarios for setting up a voice path.
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itself, then initiates setup of another path from itself to the right telephone. When the
second path is complete it joins the two paths, creating a single voice path between
the left and right telephones.

Why set up a voice path in multiple stages? There are many possible reasons,
but the most common one is the need for in-band signaling. Suppose that, when the
path request reachesS2, the customer-oriented machine needs more information about
the request than comes with the request signal. Further suppose that the protocol or
protocols active betweenS2 and the left telephone have no built-in features for
obtaining and transmitting the additional information. Then the only remaining
option is to complete the voice path betweenS2 and the telephone, so thatS2 can
solicit and collect the additional information through in-band signaling. An example
of this situation will be given in Section 4.

Many other protocol details can influence a specification of telephony services,
depending on its level of abstraction. Consider, for example, how a busy tone is
produced. In one common method, the switch directly connected to the destination
(busy) telephone completes setup of the voice path and then connects its end of the
path to its own busy-tone generator. The advantage of this method is that the busy
tone heard at the originating telephone corresponds to the geographic region of the



destination telephone. In another common method, a negative acknowledgment of the
path request is sent back to the switch directly connected to the originating telephone.
Upon receiving this signal, the originating switch completes the voice path to the
originating telephone (if it has not already done so) and connects the path to its own
busy-tone generator. The advantage of this method is that it minimizes use of voice-
transmission resources.

Roughly speaking, providers of telephone service bill for completed voice paths
(and sometimes feature usage as well). But there are many details and exceptions to
be considered. In the two busy-tone methods above, there is never a bill, even though
there is always some completed voice path. In the case of a completely successful
path request, the path is usually completed at the time that the destination telephone
starts to ring, to ensure that a voice path will be available when the telephone is
answered. Billing does not usually begin, however, until the destination telephone is
actually answered.

The teardown of a voice path is similar to its setup. Either end can initiate the
teardown, and the other end must acknowledge it. A path can be torn down all at
once, in which case the genericrelease-pathand release-acksignals might have the
same general pattern as shown in Figure 4(a). It might also be torn down in stages, in
which case the signals might exhibit the same general pattern as Figure 4(b).

4. System Boundaries Within the Domain

Figure 5 is another picture of the world-wide voice-transmission network. Its
main difference from Figure 2 is that the boundaries oftelephone systems, owned and
operated by differentservice providers,are also shown.

A private branch exchange (PBX) is a private switch, usually found on the
premises of a business or institution. A local exchange carrier (LEC)provides local
service; it may run a local network or simply a single switch. An interexchange
carrier (IEC) provides a long-distance network. A national systemprovides
telephone service for an entire country, combining the functions of LEC and IEC
systems. Acellular systemprovides mobile service; it may reach the rest of the world
through any other type of system.5 , 6

Needless to say, any particular software-development project is going to be
confined within the boundaries of a single telephone system. We are now in a
position to understand the similarities and differences among the various types of
telephone system.

One difference is that most telephone systems are distributed, while some (e.g.,
__________________
5Other combinations are possible. For example, in the United States, there will soon be systems that act
like national systems in the sense of combining the functions of LEC and IEC systems, and that act like IEC
systems in the sense of having direct competition and needing the cooperation of other service providers for
access to some local telephones.
6An Internet-based telephone system is harder to include in this diagram, both because the Internet is an
overlay network and because it is a data network. When a user of an Internet telephone service wishes to
speak to someone who does not subscribe to the same Internet telephone service, then his call goes to the
public network through atail-end hop-offfeature. Tail-end hop-off is exactly like the interface between a
LEC system and an IEC system.
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Figure 5. Some systems and components of the world-wide voice-transmission
network.
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PBXs) are not. This difference is discussed in Section 6.1.
The most important distinction among telephone systems is that some systems

have direct access to telephony devices, while others do not. There is often a special,
knowledge- and feature-rich relationship between a telephone system and a direct-
access device. The system knows what kind of device it is, and whether it is busy or
idle. If the device is complex (e.g., has many buttons) then the protocol used on the
line to that device probably has similar complexity (many signals). In contrast, a
system that interacts with a telephony device through another system usually has



minimal knowledge of the remote device, and can only know about the device’s state
what another system tells it.

Although the difference between direct and indirect access is significant, it
should not be overstated.No telephone system is free of indirect access, because no
telephone system can reach all telephones by itself. A typical LEC system has direct
access to many telephones, but the LEC system (e.g.,B in Figure 5) has the same
indirect relationship to telephones connected to a local PBX (e.g.,D) as an IEC
system (e.g.,A) has to the LEC system’s direct-access telephones. Furthermore,
providers of all types of telephone system now aspire to offer roughly the same
capabilities, including routing, screening, billing, multiplexing, conferencing, and
messaging features.

When a voice path includes an intersystem trunk, there is cooperation between
the two adjacent systems to set up the path. At present this is essentially the only
means of interoperation. Interoperation can only be made more powerful by enriching
the current protocols between systems, and by providing economic incentives for
service providers to support the enriched protocols.

In the absence of richer interoperation, all telephony features beyondplain old
telephone service (POTS)are implemented strictly within individual telephone
systems. Here are two examples.

If an IEC system offers a credit-card feature, then setup of voice paths using
that feature probably looks something like Figure 4(b), where switchS1is in the LEC
system serving telephoneLT, and switchS2 is in the IEC system. As explained in
Section 3.3, when the path request reaches the IEC system atS2, the IEC system
discovers that it is a request for credit (probably because of the dialed string, which is
part of therequest-pathsignal), and needs to collect a credit account number. It
completes the voice path toLT, prompts for and collects the number through in-band
signaling, and then (if the account number is good) extends the path toRT.
Meanwhile the LEC system servingLT has nothing to do with the credit-card feature,
and need not even detect that it is being used.

Also consider a conference among three telephones accessed directly by
systemsB, C, andD respectively.The conference feature could be provided by any
one of the systems A, B, C, or D.The bridge is located in the system providing the
conference feature, and the other systems see nothing more than plain voice paths.

In a typical conference, one telephone plays the role of the controller, and is the
only device with the power to add parties, drop parties, or transfer (in Figure 3 the left
telephone is the controller). Thus the controlling telephone must have a way of
transmitting conference-control signals to the system providing the conference.

If the controlling telephone and the conference-providing system have a direct-
access relationship, then the solution to this problem centers on their line protocol,
which must include signals for conference control. For example, if it is an analog
line, then an existing signal such as aflash will acquire a special meaning in the
conference context (this is how thethree-way callingfeature works [5]).

If the controlling telephone and the conference-providing system have an
indirect-access relationship, on the other hand, then in-band signaling is the only
possibility, because intersystem protocols do not support conference control. In this
case a voice-processing device will be attached, by the conferencing system, to the



path from the controlling telephone. Because the device will be attached inmonitor
mode, it will monitor the voice input from the controlling telephone for touch-tones or
keywords, without interrupting the voice path in any way.

5. The Call-Processing Interface

This section concerns the interface that the customer-oriented telephony
machine uses to control call processing in the voice-transmission machine, as shown
in Figure 1.

When we are concerned with a single telephone system, we are dealing with a
vertical slice of Figure 1, as shown in Figure 6. The customer-oriented telephony
machine lies within the system and is isolated from other telephone systems. The
lateral interfaces of the voice-transmission machine are the lines and external trunks
by which it is connected to the rest of the world-wide network, including both their
voice channels and associated signaling channels (if any).
_ _____________________________________________________________________
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Figure 6. The call-processing interface within a telephone system.
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The voice-transmission machine reports to the customer-oriented machine
signals received from lines and external trunks. Some of the commands from the
customer-oriented machine to the voice-transmission machine instruct the latter to
send out control signals on the lines and external trunks. The other instructions from



the customer-oriented machine are requests for voice functions internal to the system.
As you might expect, the perspective needed for the customer-oriented layer is

quite different from the natural perspective of the voice-transmission layer. Looking
inward from the lines and external trunks, the primary concern of the customer-
oriented machine is to bring aboutconnections among sets of lines and external
trunks. A connection is a relationship whose presence enables mutual voice
communication. The primary concern of the voice-transmission machine, as we have
seen, is voice paths. Voice paths are different from connections, for the following
two reasons.

(1) Connections are always local to one telephone system. Making connections
is the main thing that a telephone system does for its customers, and the system must
have some control over all the ingredients used to make them. Voice paths, in
contrast, are global. They can pass to or through telephony devices and external
switches, neither of which is under the system’s control.

(2) Connections describe telephony at a higher level of abstraction than voice
paths do. For example, at the level of the customer-oriented machine, a three-way
conference is simply a ternary connection relation. At the level of the voice-
transmission machine, it is implemented using a conference bridge and the local
sections of three voice paths. For another example, a voice path leading from a
telephony device to a voice-processing device within a system might not be involved
in any connection made by that system. It might be implementing a user interface to
one telephone (see Section 6.2) rather than a communication relationship among
telephones.

Although Figure 6 gives a rough idea of the information that must pass across
the call-processing interface, it leaves many choices open: what the level of
abstraction is, how the functions are grouped, how the information is filtered, how
much of the architecture of the voice-transmission machine is revealed, etc.

A clean call-processing interface is desirable for two reasons. One reason,
which is widely acknowledged in the telecommunications industry, is the need to
upgrade the voice-transmission machine easily without incurring the delay and
expense of changing the customer-oriented machine. As everyone knows,
transmission technology is improving rapidly.

To elaborate this point, in the traditional architecture of a telephone network, all
the network nodes have dual functions. They are components of the voice-
transmission machine, in which role they serve as switches. They are also
components of the distributed customer-telephony machine, in which role they
provide feature logic and store customer data. The current industry trend is toward
the Intelligent Network architecture (see also Section 6.3), in which the two layers in
Figure 6 are implemented on completely disjoint sets of network nodes. In the
Intelligent Network architecture, the switches are concerned only with voice
transmission and related functions. The customer-oriented telephony machine is
implemented completely within other network nodes specializing in feature logic and
customer data.

The other reason for a clean call-processing interface, which is less widely
understood, is pure separation of concerns. Each of the layers is subject to many
pressures toward change, growth, and increased complexity. When the two layers



intertwine, an increase in the complexity of one tends to increase the complexity of
the other, enabling a feedback loop with very unfortunate consequences.

6. Observations

6.1. On Distribution

Most specifications of telephony features assume that the voice-transmission
machine is centralized without justifying the assumption or even mentioning it (e.g.,
[20]). Some specifications deal honestly with the fact that it is not, at great cost to
their writers and readers (e.g., [17]).

The stark reality is that the features of real telephone systems are extremely
complex. At present we cannot specify them completely even with the centralization
assumption, let alone without it.

It makes sense to use the centralization assumption for feature specification,
even when the voice-transmission machine is distributed and the assumption is false.
Techniques such as those suggested by Jacob [13] might make it possible to specify a
distributed system as if it were centralized, while maintaining a suitable formal
relationship between the specification and the thing specified. Even without the
formal relationship, a specification based on this assumption is much better than no
specification at all. Telephone engineers are very well accustomed to working with
imperfect specifications, and implementing them to "reasonable and customary"
standards.

Use of the centralization assumption has another valuable consequence:
telephone systems in which the voice-transmission machine is centralized and in
which it is distributed can both be specified using the same techniques.

6.2. On User Interfaces

The "user interface" of telephony consists of what a person using a telephony
device hears, sees (on the device’s displays), and can do to choose or affect services.
A telephone system implements a particular user interface by emitting and accepting
certain signals associated with lines and external trunks. This section consists of three
simple observations about these interfaces.
(1) Every telephone system has to provide more than one user interface. Systems
with direct-access interfaces must also provide indirect-access interfaces. Systems
with only indirect-access interfaces always have external trunks with different
protocols. Wireless access has some characteristics of indirect access and some of
direct access; the cellular systems that provide wireless access must also provide
indirect access. Despite this variety of interfaces, I have never yet seen a paper on
telephony specification even mention multiple interfaces, let alone provide them.
(2) In specifying user interfaces, it is extremely important to unify in-band and
out-of-band signaling. Both are heavily used, and they are used for overlapping
functions. Despite this obvious fact, I know of only one paper that even mentions in-
band signaling (it includes a proposal for unifying the two kinds of signaling in
interface specifications [27]).



(3) The literature on protocol specification may seem relevant, but the protocol
approach is not necessarily the best approach to telephony.

In the protocol literature, there is a "constraint-oriented style" of specification in
which the specification is decomposed into local (endpoint) and end-to-end
constraints [3,21,23]. This style has been used for telephony specification in LOTOS
[8]. In the LOTOS specification, the local constraint is a description of the user
interface for a line. The end-to-end constraint is a description of the relationship
between two interfaces brought about by the telephone system for the purpose of
connecting their lines.

An important fact about the constraint-oriented style is that the local constraints
are pure projections of the end-to-end constraints [3]. In other words, the local
constraints can be derived from the end-to-end constraints. This makes sense for
protocol specification, where end-to-end constraints are arguably the only important
properties, but it does not make sense for telephony because of the following
telephone capability.

Some telephone systems provide user interfaces for other purposes than for
establishing connections. Interactive voice interfaces enable customers to update
databases and retrieve information. Interactive voice interfaces are also used to
collect information such as authorization codes, directory numbers, and credit account
numbers as part of screening, routing, and billing features, respectively. Note that
these latter interfaces are active before any attempt to connect is made.

Thus the behavior of a user interface is often independent of any connection
attempt. By allowing it to stand on its own, we increase separation of concerns and
decrease redundancy. While it is true that the implementation of some interfaces
involves voice paths that extend into a telephone system to reach voice-processing
devices deep within its network, as explained in Section 5, that is a detail with no
place in a specification.

When interfaces are treated realistically, the specifier often faces the complexity
of a many-to-many mapping between interface and connection events. Some
specification techniques have been developed to manage this complexity [28].

6.3. Calls Considered Harmful

A call is an attempt by one telephone (thecaller) to establish one connection to
one other telephone (thecallee). The state of the call encodes or implies information
about the states of all three entities. A call model is a conceptual model for telephony
that describes all telephony in terms of calls.

The most advanced call model in use today is the Intelligent Network
Conceptual Model (INCM). It was developed under the auspices of the International
Telecommunication Union (ITU) and the European Telecommunication Standard
Institute (ETSI), and is being promulgated as a standard by those organizations
[7,9,12,15]. The primary purpose of the INCM is to support evolution toward the
Intelligent Network architecture, as introduced in Section 5.

The INCM defines points in a call where control of the call can pass from a
switch to a feature node and back again. A few control point names and definitions
[15] show the nature of the INCM:



Address Collected:This point identifies that the destination address has
been received from the user.
Busy: This point identifies that the call is designated to a user who is
currently busy.
Active State:This point identifies that the call is active and the connection
between the calling and called parties is established.

Clearly these control points are combined states of a caller interface, a connection or
potential connection, and a callee interface or potential callee.

Some features fit into the call model very well. Here are some examples of
features and capabilities that the INCM is designed to handle.

Translation. Translation from one directory number to another is used for
forwarding, 800/freephone calling, and other services. It can occur at any point
before an attempt to connect is made.

Screening. Screening features are used to authorize and deny calls. Like
translation features, they can be invoked at any point before a connection attempt is
made, and have no effect on later stages of the call.

Queueing.Some callers compete for the attention of a pool of service agents.
Calls are queued, and connected to available agents in FIFO order. Queueing can be
represented as a nondeterministic preconnection delay in the history of a call.

Many other features and telephone capabilities, however, subvert the one-to-
one-to-one correspondence that is the essence of the call model. Up to a point, the
call model can be extended (patched) to accommodate these features. Beyond that
point, the call model is likely to break down in hopeless complexity. The following
examples present some of the features and capabilities that most deeply undermine the
assumptions of the call model.

Conferencing.Conferences connect sets of interfaces, from three to a hundred.
The call model, of course, is concerned with only two interfaces. For a large
conference, an appointment must be made ahead of time. Thus, at its starting time, a
large conference can be thought of as a connection with no interfaces. Furthermore,
the conference can even initiate creation of the voice paths to all the participating
telephones—very different from a call, which is always initiated by a caller.

Serial and time-multiplexed connections.A credit-card customer enters account
information, then proceeds to make a series of calls on the same account before
hanging up (he presses "#" on the dialpad to end a call without hanging up). In this
situation, one interface makes a series of independent connections. Alternatively,
customers with call waiting or multibutton telephones can time-multiplex several
independent connections from within the same interface.

Delayed communication.A voice message is like a call in the sense that there
is a caller and a callee, and the callee hears what the caller says. But the caller and
callee are never connected to each other, and are not even accessing the system at the
same time! Furthermore, the telephone system offering the messaging service might
call or be called by the recipient of the message. Automatic-callback features also
introduce multiple communication phases, separated by time.

Interface-only features.As discussed in Section 6.2(3), many telephone
features provide user interfaces without or before any attempt to make a connection.

Indirect access.If we take seriously the idea that a call connects telephones



(rather than lines or trunks), then a long-distance call is a multi-system phenomenon,
and an IEC system (providing only indirect access) can never complete a call on its
own.

These counterexamples suggest to me that the call model is as much of a
hindrance as a help in understanding telephony. It is easy enough to see how its
dominance arose. Partly it is the overwhelming historical influence of POTS. Partly
it is the presence of an important point-to-point concept in telephony—but the
concept is the voice path, which belongs at the physical level and not at the logical
level. And partly it is the immediate practical problem that we have nothing better to
put in its place.

6.4. How Formal Methods Can Help: Feature Interaction

Telephone engineers do not need formal methods to help them implement
POTS: there have been successful implementations of POTS for about 75 years.
These final two sections describe aspects of telephony in which help is needed, and
for which the help needed seems to be the kind that formal methods can provide.

Most generally, the feature-interaction problem [5,11,25] is the problem of
making a telephone system behave the way we want it to despite continual,
incremental expansion of services. This has proved to be a very difficult problem;
despite much attention from researchers it has scarcely been alleviated.

There is a range of formal approaches to the feature-interaction problem. At
one end of the range is the detection approach, in which features are specified
independently in a compositional language. The composed features are analyzed
algorithmically to detect inconsistencies and failure to satisfy desired properties (e.g.,
[1,2,4,16,20]).

At the other end of the range is the structural approach, emphasizing modular
specification and separation of concerns. The idea is to organize the specification so
that desirable properties are guaranteed by its structure, and so that it is easy to add
features without destroying its structure or exploding its complexity. The notion that
features can or should be specified independently receives less emphasis than in the
detection approach (e.g.,[6,14,26,29]).

These two approaches have complementary advantages and disadvantages. The
following two comparisons capture the most important points.
(1) Detection research is more straightforward to carry out. A researcher can
simply apply an existing language and analysis tool to the problem and see what
happens. In-depth knowledge of telephony is not usually needed and seldom
influences the results.

Structural research, on the other hand, is groping in the darkness. Researchers
cannot assume that existing languages and tools are adequate. The more knowledge
of telephony available, the better. As a result of all these factors, structural research
often leans heavily on the structure of the implementation, thus compromising the
call-processing interface.
(2) In a pungent critique of detection research [22], Velthuijsen observes that no
one has yet succeeded in using algorithmic analysis to detect a major feature
interaction that was not previously known. The reason is that features are almost



never orthogonal—in almost all cases, adding a feature creates exceptions and
requires changes to the previously specified features. The goal property checked by
the algorithm must incorporate all of the exceptional cases. By the time a person has
written the property correctly, he already understands all of the exceptions and
potential interactions, both desirable and undesirable.

Even if the detection approach succeeds to perfection, how can the specification
errors be corrected so as to produce a well-structured, readable specification of the
whole system? My experience suggests that the corrections will form a cascade of
ugly and unmanageable exceptions.

The structural approach does not suffer from these disadvantages. Rather, its
whole focus is to avoid them by eliminating exceptions and providing a readable
overall specification.

These two comparisons show that there is no clear winner. Nor does there need
to be, since the two approaches can be combined (in fact, many of the examples cited
mix elements of both). Nevertheless, I believe that the structural approach is more
fundamental and more necessary than the detection approach. The structural
approach is the one that seeks to discover and exploit knowledge of the application
domain.

There is one other possible approach that deserves some attention. It would be
very helpful to have a robust collection of simple, abstract properties of well-behaved
telephone systems ("principles of telephone etiquette"). For example, consider the
principle, "A subscriber is never billed for a call unless he knows he is paying for it."
This principle would be violated by a system that sets up collect calls without
informing the callee. This principle might also be violated through a call to an
800/freephone number, if the 800 number translates to a normal 900 number.7

Such principles are difficult to find, as Velthuijsen’s remarks make clear.
Success would require working at a much more abstract level than the properties used
for detection, formalizing vague concepts such as "what a subscriber knows he is
paying for." Success would also require giving the principles prescriptive, as well as
descriptive, force, since some current features are sure to violate them.

Such principles would support the other approaches in obvious ways. For one
example, they could be checked by detection mechanisms. For another example, they
could be used to constrain or derive the detailed behavior of features within the
boundaries of a structural approach. But the hierarchy of abstract telephony concepts
needed to construct the principles would provide a great deal of insight and
organization in their own right.

6.5. How Formal Methods Can Help: Separation of Concerns

The clean call-processing interface described in Section 5 is more of a goal than
a reality. There is widespread eagerness to find a specific interface that will separate
the concerns of these two layers effectively while preserving maximum flexibility on
both sides.
__________________
7In addition to the transmission cost of the call, a caller to a 900 number also incurs a per-minute charge
payable to the callee.
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